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Training Segment Classifiers Without Ground Truth Segment Labels



Application 1: Opinion Mining
SEGMENT-LEVEL 

SENTIMENT ANALYSIS

neutral
positive
negative
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Application 2: Public Health
FOODBORNE ILLNESS  

DISCOVERY

 Sick
 Not Sick
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Application 2: Public Health

NYC Restaurants ML Classifier

http://publichealth.cs.columbia.edu/

 Sick

 Not Sick

Epidemiologists

Detecting foodborne illness from Yelp restaurant reviews
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Application 2: Public Health

NYC Restaurants ML Classifier

http://publichealth.cs.columbia.edu/

 Sick

 Not Sick

Epidemiologists

Detecting foodborne illness from Yelp restaurant reviews
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Restaurant Inspectors

http://publichealth.cs.columbia.edu/
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•Goal: provide segment-level predictions

FOODBORNE CLASSIFICATIONSENTIMENT CLASSIFICATION

Fine-Grained Text Classification
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•Goal: provide segment-level predictions

•Issue: segment labels are expensive to obtain

Fine-Grained Text Classification



Fine-Grained Text Classification
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•Goal: provide segment-level predictions

•This work: employ weakly supervised learning
‣Train segment-level classifiers using only review labels!

FOODBORNE CLASSIFICATIONSENTIMENT CLASSIFICATION
User rating Epidemiologist diagnosis

Sick

•Issue: segment labels are expensive to obtain



Weakly Supervised Learning
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•Challenge: How to train segment-level classifiers using review labels?
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•Challenge: How to train segment-level classifiers using review labels?

•Previous work: Multiple Instance Learning (MIL)

- State-of-the-art approaches: hierarchical MIL networks
- Early approaches: simple MIL classifiers (e.g., LogReg) [Zhou et al., 2009; Kotzias et al., 2015]

[Pappas and Popescu-belis, 2014;2017]

[Angelidis and Lapata, 2018]



Weakly Supervised Learning
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•Previous work: Multiple Instance Learning (MIL)

- State-of-the-art approaches: hierarchical MIL networks

• Question: Where do performance gains stem from (in hierarchical MIL networks)?

- Early approaches: simple MIL classifiers (e.g., LogReg)

- Hierarchical MIL Structure?

[Zhou et al., 2009; Kotzias et al., 2015]

[Pappas and Popescu-belis, 2014;2017]

[Angelidis and Lapata, 2018]

- Deep learning components?

•Challenge: How to train segment-level classifiers using review labels?



Summary of Our Contributions
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We identify a key improvement to hierarchical MIL networks:

changing the “aggregation” (AGG) function
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1. Evaluate baseline: Non-hierarchical deep network


•Baseline may outperform hierarchical MIL networks with AGG = “average” / “softmax attention”


We identify a key improvement to hierarchical MIL networks:

Contributions: 

changing the “aggregation” (AGG) function
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1. Evaluate baseline: Non-hierarchical deep network


•Baseline may outperform hierarchical MIL networks with AGG = “average” / “softmax attention”


2. Improve hierarchical MIL networks


•AGG = “sigmoid attention” outperforms both previous MIL networks and baselines


3. Demonstrate advantages of our approach in two applications: 


•Segment-level sentiment classification


•Foodborne illness detection

We identify a key improvement to hierarchical MIL networks:

Contributions: 

changing the “aggregation” (AGG) function



1818

1. Fine-Grained Analysis of Online User Reviews


2. Background: Multiple Instance Learning Networks 

3. Hierarchical Sigmoid Attention Networks: The importance of the Aggregation Function


4. Experimental Evaluation

Outline



Leveraging Review Labels Through Multiple Instance Learning (MIL)
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•Challenge: How to train segment-level classifiers using review labels?

•MIL Framework: Bags of instances
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•Challenge: How to train segment-level classifiers using review labels?

•MIL Framework: Bags of instances

r = (s1, …, sM)- Bag: review                            with observed label  

- Instances: segments       with unobserved labels 

p
si pi

p

p1 p2 pM…segment labels

review label
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p

p1 p2 pM…segment labels

review label

•Challenge: How to train segment-level classifiers using review labels?

•MIL Framework:
p = 1 ∃i : pi = 1iff- MIL assumption (“at least one”):



Leveraging Review Labels Through Multiple Instance Learning (MIL)
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p

p1 p2 pM…segment labels

review label

•Challenge: How to train segment-level classifiers using review labels?

•MIL Framework:
p = 1 ∃i : pi = 1iff- MIL assumption (“at least one”):

- MIL assumption (relaxed): p = AGG(p1, …, pM)

AGG AGG: Aggregate



Multiple Instance Learning Networks
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segment vectors

segment prediction

review prediction

segments

Hierarchical MIL Network Architecture [Pappas and Popescu-belis, 2017]

[Angelidis and Lapata, 2018]

ENC: Encode

CLF: Classify



MIL Networks may be outperformed by simpler networks
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Hierarchical MIL Networks

segment prediction

review prediction

segments

segment vectors
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Hierarchical MIL Networks

segment prediction

review prediction

segments
r

h

p review prediction

review

Non-Hierarchical Networks<

segment vectors
review vector



MIL Networks may be outperformed by simpler networks
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Hierarchical MIL Networks

segment prediction

review prediction

segments
r

h

p review prediction

review vector

review

Non-Hierarchical Networks<

•When? When AGG functions in MIL networks are not suitable for the task at hand

segment vectors



1. Fine-Grained Analysis of Online User Reviews


2. Background: Multiple Instance Learning Networks


3. Hierarchical Sigmoid Attention Networks: The Importance of the Aggregation Function


4. Experimental Evaluation

Outline
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p = AGG(p1, …, pM) h = AGG(h1, …, hM)

AGG in MIL Standard AGG≠
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AGG: Should Explicitly Capture the Label Hierarchy

• Desired Properties of AGG function in MIL:
- Review label may be related to multiple segment labels

- Segments may contribute to review label with different weights
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We change the AGG function in MIL Networks

• Desired Properties of AGG function in MIL:
- Review label may be related to multiple segment labels

- Segments may contribute to review label with different weights

• Previous AGG functions for MIL: 

- Uniform average

- Softmax attention

[Kotzias et al., 2015]
[Angelidis and Lapata, 2018]
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We change the AGG function in MIL Networks

• Desired Properties of AGG function in MIL:
- Review label may be related to multiple segment labels

- Segments may contribute to review label with different weights

• Previous AGG functions for MIL: 

- Uniform average

- Softmax attention

[Kotzias et al., 2015]
[Angelidis and Lapata, 2018]

• Our AGG function: Sigmoid attention
- Review label: weighted average of segment labels

- Segment weights: estimated through sigmoid attention



Benefits of Sigmoid over Softmax for MIL
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‣Softmax attention for MIL

‣Sigmoid attention for MIL 

(Angelidis and Lapata, 2018)

(Our work)

‣ prioritizes one segment

‣ allows multiple segments to be selected



Hierarchical Sigmoid Attention Networks (HSANs)
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1. ENC: Encode segments (CNNs)


2. CLF: Classify segments (classification layer) 

3. AGG:  

a. Compute Sigmoid Attention weights


b. Classify review (Weighted Average)

Training: Use only ground truth review labels

(1)

(2) (3a)

(3b)
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1. Fine-Grained Analysis of Online User Reviews


2. Background: Multiple Instance Learning Networks


3. Hierarchical Sigmoid Attention Networks: The importance of the Aggregation Function


4. Experimental Evaluation 

Outline

1. Segment-level sentiment classification

2. Foodborne illness detection




The choice of AGG function is crucial in MIL networks
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‣ Non-hierarchical Rev-CNN outperforms hierarchical MIL-avg and MIL-softmax
‣ MIL-sigmoid significantly outperforms all other models

Similar results for IMDB. See paper for details.

Sentiment Classification - Yelp

F1

40

47.5

55

62.5

70

63.3
59.9

46.8

61.5

Rev-CNN MIL MIL MIL
avg softmax sigmoid :  Changing only the AGG function
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‣ MIL-sigmoid has 48.6% higher recall than Rev-LR (best model in Effland et al. 2018)

We Detect More Reviews Mentioning Foodborne Illness

More results in our paper.

Foodborne Classification  
(Sentence-Level)

Re
ca

ll

40

52.5

65

77.5

90 87.483.3

58.8

Rev-LR MIL MIL
softmax sigmoid



Highlighting Important Sentences
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Previous Classifiers MIL-sigmoid (HSAN)

Pred = Sick (prob=0.9) Pred = Sick (prob=0.9)



Highlighting Important Sentences
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Previous Classifiers MIL-sigmoid (HSAN)

Pred = Sick (prob=0.9) Pred = Sick (prob=0.9)
I have never experienced such violent  

food poisoning in my life

By far the most miserable I’ve been- chills 
and crippling abdominal pain along with 
uncontrollable vomiting and something 
worse out the other end for my boyfriend

I have never experienced such violent  
food poisoning in my life



Highlighting Important Sentences
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‣ Fine-grained predictions could help epidemiologists to quickly identify relevant sentences

Previous Classifiers MIL-sigmoid (HSAN)

Pred = Sick (prob=0.9) Pred = Sick (prob=0.9)
I have never experienced such violent  

food poisoning in my life

By far the most miserable I’ve been- chills 
and crippling abdominal pain along with 
uncontrollable vomiting and something 
worse out the other end for my boyfriend



1. Show that non-hierarchical baselines may outperform previous MIL networks.


Summary of Our Contributions
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1. Show that non-hierarchical baselines may outperform previous MIL networks.


2. Identify that sigmoid attention is more appropriate than softmax attention for MIL.


3. Demonstrate that our model could have positive impact for public health.

Summary of Our Contributions
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1. Leverage “stronger” forms of weak supervision for neural networks


2. Evaluate how “explainable” are fine-grained predictions of MIL networks


3. Deploy our model to more health departments

Current and Future Work
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First steps: 
(this Thursday)



Thank you!
Contact


gkaraman@cs.columbia.edu 
https://gkaramanolakis.github.io

mailto:gkaraman@cs.columbia.edu


Please come to our poster and talk

Contact

gkaraman@cs.columbia.edu 

https://gkaramanolakis.github.io

mailto:gkaraman@cs.columbia.edu


Long Reviews…
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Results: Segment-Level Sentiment Classification
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F1

35

43.75

52.5

61.25

70

Yelp-SENT Yelp-EDU IMDB-SENT IMDB-EDU

65.766.2
63.364.6

59.9
64

59.9
63.4

38.4

45.746.8
51.8

60.160.861.560.6

Rev-CNN MIL-avg MIL-softmax MIL-sigmoid

‣ Non-hierarchical Rev-CNN outperforms hierarchical MIL-avg and MIL-softmax
‣ MIL-sigmoid significantly outperforms all other models
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Review-level Classification

50

60

70

80

90

F1

89.687.6

59.8

86.786.7

Rev-LR Rev-RNN MIL-avg MIL-softmax MIL-sigmoid

‣ MIL-sigmoid significantly outperforms all other models

Sentence-level Classification

50

60

70

80

90

F1 Recall

87.4
81.5 83.3

79.2 7876.5 74.577.6

58.8

68.6

‣ MIL-sigmoid has 48.6% higher recall than Rev-LR (best model in Effland et al. 2018)

Results: Foodborne Classification



The choice of AGG function is crucial in MIL networks
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F1

40

47.5

55

62.5

70

63.364.6
59.9

63.4

46.8

51.8

61.560.6

‣ Non-hierarchical Rev-CNN outperforms hierarchical MIL-avg and MIL-softmax
‣ MIL-sigmoid significantly outperforms all other models

Re
v-C
NN

MI
L-a
vg

MI
L-s
oft
ma
x

MI
L-s
igm
oid

Re
v-C
NN

MI
L-a
vg

MI
L-s
oft
ma
x

MI
L-s
igm
oid

Yelp-EDUYelp-SENT

Similar results for IMDB datasets 
Please see our paper for details



Fine-Grained Classification

 Sick?

 Sick

 Not Sick

I wish I could give it zero stars. I actually created a yelp 
account to write this review! At first I thought it was 
great that we got a table for 5 morning of on a Saturday. 
The food was okay- the poached eggs on the Benedict 
were a little over cooked, but nothing to complain 
about. The service was good, it was overall fine. That is- 
until I got home and me and boy friend spent the rest of 
the day/night and into the morning hunched over or 
sitting on the toilet! I have never experienced such 
violent food poisoning in my life! That was the only 
place we ate or drank anything at that day, so I know it 
was from this restaurant. By far the most miserable I've 
been- chills and crippling abdominal pain along with 
uncontrollable vomiting and something worse out the 
other end for my boyfriend! Whatever you do, do not eat 
here, it is not worth the risk of ending up so unwell. To 
clarify what I believe caused this- we both had carrot 
juice randomly. I know more than one person who has 
gotten food poisoning recently from carrot juice- 
especially if its raw or cold pressed.

)

 Sick prob = 0.9🤒
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Fine-Grained Classification

 Sick?

 Sick

 Not Sick

 Sick prob = 0.9

)

🤒
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Fine-Grained Classification

 Sick?

 Sick

 Not Sick

 Sick prob = 0.9

)

🤒
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Weakly Supervised Learning
•Goal: segment-level classification without segment labels
•Here: use available review-level labels for training sentence-level classifiers

Segment-level Sentiment Analysis Foodborne Illness Detection
• target: sentence-level sentiment

•proxy label: review-level rating

• target: sentence-level “Sick” label

•proxy label: review-level “Sick” label

 Sick?

53



Highly Rated Reviews With Negative Sentences



Low Rated Reviews With Positive Sentences



Weakly Supervised Learning
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p

AGG

s1 s2 sM

p1 p2 pM

…

…

•How to train segment-level classifiers using review labels?

‣Approach 2: assume all segments have the same review label

‣Approach 1: train review-level classifiers and apply on individual segments
- Test distribution different than train distribution

- Diverse segments

‣Multiple Instance Learning (MIL): assume review label is aggregation function (AGG) of segment labels

segments

segment labels

review label



AGG functions for MIL
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p

AGG

s1 s2 sM

p1 p2 pM

…

…

segments

segment labels

review label

•Unweighted average: p =
1
M

M

∑
i=1

pi

•Weighted average: p =
∑M

i=1 αipi

∑M
i=1 αi

(Kotzias et al., 2015)

(Pappas and Popescu-Belis, 2017; Angelidis and Lapata, 2018)

α1, …, αM ∈ [0,1]



Attention-Based MIL 
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•How to estimate weights                  ?α1, …, αM

‣Softmax attention for MIL

‣Sigmoid attention for MIL 

(Angelidis and Lapata, 2018)

(Our work)



MIL Attention vs Standard Attention
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MIL Attention Standard Attention
p = AGG(p1, …, pM) h = AGG(h1, …, hM)



Results
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‣ Non-hierarchical Rev-CNN beats hierarchical MIL networks with inappropriate AGG functions

Model Yelp-SENT Yelp-EDU IMDB-SENT IMDB-EDU

Rev-CNN 60.6 61.5 60.8 60.1

MIL-avg 51.8 46.8 45.7 38.4

MIL-sigmoid 63.4 59.9 64.0 59.9

MIL-sigmoid 64.6 63.3 66.2 65.7



Results
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Model Yelp-SENT Yelp-EDU IMDB-SENT IMDB-EDU

Rev-CNN 60.6 61.5 60.8 60.1

MIL-avg 51.8 46.8 45.7 38.4

MIL-sigmoid 63.4 59.9 64.0 59.9

MIL-sigmoid 64.6 63.3 66.2 65.7

‣ MIL-sigmoid significantly outperforms all other models



Weakly Supervised Learning
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p

s1 s2 sM

p1 p2 pM

…

…

segments
segment labels

review label

•How to train segment-level classifiers using review labels?
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‣Approach 1: train review-level classifiers and apply on individual segments

1) Train

2) Test

p

s1 s2 sM

p1 p2 pM

…

…

segments
segment labels

review label

Weakly Supervised Learning
•How to train segment-level classifiers using review labels?
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‣Approach 2: assume all segments have the same review label

=
p …

Weakly Supervised Learning
•How to train segment-level classifiers using review labels?

‣Approach 1: train review-level classifiers and apply on individual segments

p

s1 s2 sM

p1 p2 pM

…

…

segments
segment labels

review label

=

p

=

p
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‣Approach 3: assume review label is a function of segment labels

Multiple Instance Learning (MIL)

: Aggregation Function

Weakly Supervised Learning

‣Approach 2: assume all segments have the same review label

‣Approach 1: train review-level classifiers and apply on individual segments

p

s1 s2 sM

p1 p2 pM

…

…

segments
segment labels

review label

AGG

•How to train segment-level classifiers using review labels?
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3. Propose sigmoid attention as AGG function for MIL

AGG = Sigmoid Attention

Multiple Instance Learning (MIL) Networks

segment embeddings

segment prediction

review prediction

segments

2. Emphasize importance of AGG function for MIL

•This work:

1. Train hierarchical MIL networks for segment-level text classification



Application 1: Segment-Level Sentiment Classification
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• Dataset: OPOSUM (Yelp/IMDB reviews)


• Methodology:  

- Train model using 5-star/10-star review ratings 


- Predict segment-level sentiment (positive, neutral, negative)


• Model Comparison:  

- Non-hierarchical Rev-CNN: trained at review level, applied at segment-level


- Hierarchical MIL Networks with various AGG functions:  
     (1) average; (2) softmax attention; (3) sigmoid attention 

[Angelidis and Lapata, 2018]



Application 2: Foodborne Classification
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• Dataset: 21,551 Yelp reviews


• Methodology: 


- Train model using review labels (provided by epidemiologists) 


- Predict sentence-level “Sick”/“Not Sick” label


• Model Comparison:  

- Rev-LR: best model in Effland et al. (2018)


- MIL networks with various AGG functions


- More models in our paper

[Effland et al., 2018]



Highlighting Important Sentences
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‣ Fine-grained predictions could help epidemiologists to quickly identify relevant sentences

Previous Classifiers HSAN
Pred = Sick (prob=0.9) Pred = Sick (prob=0.9)

• We highlight “Sick’’ sentences with high attention scores



AGG in MIL      Standard AGG
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Hierarchical MIL Networks

segment prediction

review prediction

segments

≠

segment vectors

p = AGG(p1, …, pM)



AGG in MIL      Standard AGG
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Hierarchical MIL Networks

segment prediction

review prediction

segments

Standard Hierarchical Networks

review prediction

review vector

≠

segment vectors

p = AGG(p1, …, pM) h = AGG(h1, …, hM)



AGG in MIL      Standard AGG
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Hierarchical MIL Networks

segment prediction

review prediction

segments

Standard Hierarchical Networks

review prediction

review vector

≠

segment vectors

p = AGG(p1, …, pM) h = AGG(h1, …, hM)



Multiple Instance Learning Networks

73

segment prediction

review prediction

segments

Hierarchical MIL Network Architecture [Pappas and Popescu-belis, 2017]

[Angelidis and Lapata, 2018]

ENC: Encode

CLF: Classify

•Training: Use only review labels

segment vectors


