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Online User-Generated Reviews
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Online User-Generated Reviews
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TV Aspects
1. Price 
2. Image Quality 
3. Ease of Use 
4. …

Restaurant Aspects
1. Food Quality 
2. Ambience 
3. Service 
4. …



Fine-Grained Aspect Detection

•Goal: Classify individual segments to K pre-defined aspect classes
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•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Fine-Grained Aspect Detection
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•This work: Train neural networks without ground truth segment labels

•Goal: Classify individual segments to K pre-defined aspect classes
•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Fine-Grained Aspect Detection

•This work: Train neural networks without ground truth segment labels
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- Supervised learning: require (many) segment labels

• >1B products  
• >10K categories 
• New products added every day

•Goal: Classify individual segments to K pre-defined aspect classes
•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Fine-Grained Aspect Detection
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- Supervised learning: require (many) segment labels
- Unsupervised learning (topic models): may not capture the K aspects of interest

•This work: Train neural networks without ground truth segment labels

•Goal: Classify individual segments to K pre-defined aspect classes
•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Fine-Grained Aspect Detection
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- Supervised learning: require (many) segment labels
- Unsupervised learning (topic models): may not capture the K aspects of interest

Topic 1

Topic 100

Topic 2
…

Price
Ease of Use

Sound Quality
…

???

•This work: Train neural networks without ground truth segment labels

•Goal: Classify individual segments to K pre-defined aspect classes
•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Fine-Grained Aspect Detection
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- Supervised learning: require (many) segment labels
- Unsupervised learning (topic models): may not capture the K aspects of interest
+ Weakly supervised learning: leverage descriptive seed words as supervision

Seed Words Neural Network
Ground Truth Labels

Price
Ease of Use

Sound Quality
…

•This work: Train neural networks without ground truth segment labels

•Goal: Classify individual segments to K pre-defined aspect classes
•Segments (e.g., sentences, clauses) of a review may discuss different aspects



Learning with Seed Words

•We assume a small set of indicative seed words per aspect:
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Learning with Seed Words

•We assume a small set of indicative seed words per aspect:
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•Seed words are easier to collect than ground truth labels

Manually: 

Automatically: 

Small Number of Labeled Segments

Humans

‣Spoiler: we cope with noisy seed words!



How to Leverage Seed Words in Neural Networks?
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How to Leverage Seed Words in Neural Networks?
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•Previous approaches: use seed words for initialization

value
money

price

picture sound

speaker noise

color
bright

Initial Aspect Embeddings

unweighted / weighted 

average

[Lund et al., 2017]  
[Angelidis and Lapata, 2018]

“Sound”

“Picture”

“Price”

Train 
Unsupervised  

Model

Pre-Trained Word Embeddings



How to Leverage Seed Words in Neural Networks?
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•Previous approaches: use seed words for initialization [Lund et al., 2017]  
[Angelidis and Lapata, 2018]

1. Individual seed words are not used during training

2. Aspect embedding quality is sensitive to word embedding quality

3. Aspect embedding fine-tuning risks from diverging from pre-defined aspects

•Limitations of previous approaches:

value
money

price

sound

speaker noise

color

Initial Aspect Embeddings

“Sound”

“Picture”

“Price”

Pre-Trained Word Embeddings

picture

bright

unweighted / weighted 

average

Train 
Unsupervised  

Model



How to Leverage Seed Words in Neural Networks?
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•Previous approaches: use seed words for initialization

•Our approach: Weakly Supervised Co-Training

[Lund et al., 2017]  
[Angelidis and Lapata, 2018]

+ We exploit the predictive power …

+ of each individual seed word …

+ during training 

value
money

price

sound

speaker noise

color

Initial Aspect Embeddings

“Sound”

“Picture”

“Price”

Pre-Trained Word Embeddings

picture

bright

1. Individual seed words are not used during training

2. Aspect embedding quality is sensitive to word embedding quality

3. Aspect embedding fine-tuning risks from diverging from pre-defined aspects

•Limitations of previous approaches:

unweighted / weighted 

average

Train 
Unsupervised  

Model



1. Fine-Grained Aspect Detection with Seed Words


2. Weakly Supervised Co-Training 

3. Experiments


4. Conclusions and Future Work

Outline



•How to train neural networks using seed words?

+ Leverage seed words in a bag-of-seed-words classifier (Teacher)

+ Use Teacher’s predictions to train a neural network (Student)

+ Adaptively cope with noisy seed words through iterative co-training

Weakly Supervised Co-Training
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•Our Teacher-Student approach: 

Teacher 
(BoSW)

Student 
(NN)



1. Teacher

2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)



1. Teacher 
2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)



Teacher: Leverages Seed Words to Predict Aspects
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Teacher 
(BoSW)

Student 
(NN)

•Teacher: a Bag-of-Seed-Words classifier

- Uses seed words to predict aspect probabilities ⟨q1, …, qK⟩

segment: “The picture looks very pixelated when playing blu-ray movies”

Pr
ic

e Im
ag

e
So

un
d

…
⟨q1, …, qK⟩

softmax 
aspect probabilities



1. Teacher

2. Student 
3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)



Student: Leverages Seed Words and Non-Seed Words
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Teacher 
(BoSW)

Student 
(NN)

•Student: an embedding-based neural network


segment: “The picture looks very pixelated when playing blu-ray movies”

- Uses seed words and non-seed words (context) to predict aspects

aspect probabilities⟨p1, …, pK⟩

Pr
ic

e Im
ag

e
So

un
d

…



Student: Leverages Seed Words and Non-Seed Words

23

Teacher 
(BoSW)

•Student: an embedding-based neural network


segment: “The picture looks very pixelated when playing blu-ray movies”

- Uses seed words and non-seed words (context) to predict aspects

aspect probabilities

Student 
(NN) 1. segment embedding


    (e.g., LSTMs, BERT)

2. segment classification

⟨p1, …, pK⟩

Pr
ic

e Im
ag

e
So

un
d

…



1. Teacher

2. Student

3. Teacher -> Student 
4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)



Training Student Using Teacher’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

•Student is trained through the “distillation” objective


segment: “The picture looks very pixelated when playing blu-ray movies”

Pr
ic

e Im
ag

e
So

un
d

…
⟨q1, …, qK⟩

[Ba & Caruana, 2014; Hinton et al 2015]

⟨p1, …, pK⟩
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e
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Training Student Using Teacher’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

segment: “The picture looks very pixelated when playing blu-ray movies”

Pr
ic

e Im
ag

e
So

un
d

…
⟨q1, …, qK⟩

[Ba & Caruana, 2014; Hinton et al 2015]

•Student also considers the context of seed words  

⟨p1, …, pK⟩

Pr
ic

e Im
ag

e
So

un
d

…

•Student is trained through the “distillation” objective




Training Student Using Teacher’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

Pr
ic

e
Im

ag
e

So
un

d
…

⟨q1, …, qK⟩

[Ba & Caruana, 2014; Hinton et al 2015]

•Student also considers the context of seed words  

•Student predicts aspects even if no seed words appear


segment: “The <UNK> looks very pixelated when playing blu-ray movies”

⟨p1, …, pK⟩

Pr
ic

e Im
ag

e
So

un
d

…

•Student is trained through the “distillation” objective




1. Teacher

2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)



Improving Teacher Using Student’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

•Seed words may be noisy: only weakly indicative of aspects 

“bright” should also 
be indicative of “Sound” aspect

Pr
ic

e

So
un

d
…

⟨q1, …, qK⟩

Im
ag

e

Qualities Price Image Sound
bright 0% 100% 0%
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Teacher 
(BoSW)

Student 
(NN)

•Seed words may be noisy: only weakly indicative of aspects 

Qualities Price Image Sound
bright 0% 100% 0%

Pr
ic

e

So
un

d
…

⟨q1, …, qK⟩

•Teacher estimates seed word qualities … using Student’s predictions!

Im
ag

e
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ic
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d
…

⟨p1, …, pK⟩

Im
ag

e

Improving Teacher Using Student’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

•Seed words may be noisy: only weakly indicative of aspects 

Qualities Price Image Sound
bright 0% 100% 0%
bright 0% 70% 30%

Pr
ic

e

So
un

d
…

⟨q1, …, qK⟩

•Teacher estimates seed word qualities … using Student’s predictions!

Im
ag

e

Pr
ic

e So
un

d
…

⟨p1, …, pK⟩

Im
ag

e

Model Bootstrapped EM (Khetan et al. 2018)

Improving Teacher Using Student’s Predictions
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Teacher 
(BoSW)

Student 
(NN)

• Improved Teacher:

- Uses seed words and quality estimates to predict aspect probabilities ⟨q1, …, qK⟩

Pr
ic

e Im
ag

e
So

un
d

…
⟨q1, …, qK⟩

softmax 
aspect probabilities

Qualities Price Image Sound
bright 0.0 0.7 0.3

noise 0.0 0.2 0.8
… … … … weighted voting

Improved Teacher Predicts Weighted Aspect Probabilities



Iterative Co-Training Pipeline
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Teacher 
(BoSW)

Student 
(NN)

‣ T0: Apply Teacher on unlabeled segments (assuming “perfect” seed words)


‣ S0: Train Student using Teacher’s predictions


‣ T1: Update Teacher’s weights (seed word qualities) using Student’s predictions


‣ S1: … Iterate until convergence



Iterative Co-Training Pipeline
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Teacher 
(BoSW)

Student 
(NN)

‣ T0: Apply Teacher on unlabeled segments (assuming “perfect” seed words)


‣ S0: Train Student using Teacher’s predictions


‣ T1: Update Teacher’s weights (seed word qualities) using Student’s predictions


‣ S1: … Iterate until convergence



Iterative Co-Training Pipeline
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Teacher 
(BoSW)

Student 
(NN)

‣ T0: Apply Teacher on unlabeled segments (assuming “perfect” seed words) 


‣ S0: Train Student using Teacher’s predictions


‣ T1: Update Teacher’s weights (seed word qualities) using Student’s predictions


‣ S1: … Iterate until convergence

Qualities Price Image Sound
bright 0.0 0.7 0.3

noise 0.0 0.2 0.8
… … … …



Iterative Co-Training Pipeline
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Teacher 
(BoSW)

Student 
(NN)

‣ T0: Apply Teacher on unlabeled segments (assuming “perfect” seed words) 


‣ S0: Train Student using Teacher’s predictions


‣ T1: Update Teacher’s weights (seed word qualities) using Student’s predictions


‣ S1: … Iterate until convergence

Qualities Price Image Sound
bright 0.0 0.7 0.3

noise 0.0 0.2 0.8
… … … …



1. Fine-Grained Aspect Detection with Seed Words


2. Weakly Supervised Co-Training


3. Experiments 

4. Conclusions and Future Work

Outline



Experiments: Segment-Level Aspect Detection

OPOSUM 

Amazon product reviews


9 aspects / domain: Quality, Looks, Price, … 

SemEval-2016  
Restaurant reviews


12 aspects / language: Ambience, Service, Food, …

•  Datasets:

38

1.   OPOSUM-Bags&Cases

2.   OPOSUM-Keyboards

3.   OPOSUM-Boots

4.   OPOSUM-Bluetooth Headsets

5.   OPOSUM-TVs

6.   OPOSUM-Vacuums

7.   SemEval-Restaurants-English

8.   SemEval-Restaurants-Spanish

9.   SemEval-Restaurants-French

10. SemEval-Restaurants-Russian

11. SemEval-Restaurants-Dutch

12. SemEval-Restaurants-Turkish



Experiments: Segment-Level Aspect Detection
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•  Model Comparison

1. LDA-Anchors (Lund et al., 2017)

2. ABAE: Aspect-Based AutoEncoder (He et al., 2017)

3. MATE: Multi-Seed Aspect Extractor (Angelidis & Lapata, 2018)

4. Our Teacher-Student framework



Experiments: Segment-Level Aspect Detection
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•  Model Comparison

1. LDA-Anchors (Lund et al., 2017)

2. ABAE: Aspect-Based AutoEncoder (He et al., 2017)

3. MATE: Multi-Seed Aspect Extractor (Angelidis & Lapata, 2018)

4. Our Teacher-Student framework

same  
seed words




Experiments: Segment-Level Aspect Detection

•  Methodology: experiments on 12 datasets separately

-  Training: 

‣Use 1M unlabeled segments

‣Use 30 seed words per aspect (extracted by Angelidis & Lapata, 2018)

-  Evaluation:

‣Use 750 labeled test segments

‣Report micro-averaged F1 (average over 5 different runs)

41

•  Model Comparison

1. LDA-Anchors (Lund et al., 2017)

2. ABAE: Aspect-Based AutoEncoder (He et al., 2017)

3. MATE: Multi-Seed Aspect Extractor (Angelidis & Lapata, 2018)

4. Our Teacher-Student framework

same  
seed words




We Leverage the Predictive Power of Seed Words

OPOSUM - Average F1 across 6 product domains
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•Teacher and Student-BoW outperform previous approaches
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Recent Embedding Techniques Boost Student's Performance

OPOSUM - Average F1 across 6 product domains
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•Our framework allows using any type of embedding technique
•Student-BERT outperforms MATE by 29.7% across 6 product domains 
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varying segment embedding techniques

•Student-* outperform MATE across all domains and languages

More results in our paper.



Iterative Co-Training Leads to Better Teacher and Student

•Most improvement achieved after one round of co-training

T<i>: Teacher update on round <i> 
S<i>: Student update on round <i>

44



1. Fine-Grained Aspect Detection with Seed Words


2. Weakly Supervised Co-Training


3. Experiments


4. Conclusions and Future Work

Outline



Summary: Leveraging Seed Words in NNs

• Previous work: use seed words for initialization of aspect embeddings


• We instead leverage the predictive power of seed words for training NNs


• Our weakly supervised co-training approach:

1. Use seed words in a bag-of-seed-words Teacher

2. Use Teacher’s soft predictions to train a Student NN (through distillation)

3. Use iterative Teacher-Student co-training to cope with noisy seed words 

• Future work:

1. Discover new seed words with a human in the loop

2. Leverage logical rules

3. Apply to more NLP tasks where classes are indicated by seed words/rules
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Thank you!
Contact


gkaraman@cs.columbia.edu 
https://gkaramanolakis.github.io

mailto:gkaraman@cs.columbia.edu
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Learning with Seed Words

•We assume a small set of indicative seed words per aspect:

49

•Seed words are easier to collect than ground truth labels
•Seed words are potentially more powerful than ground truth labels

Traditional label Single segment 

Seed Word Multiple segments

containing seed worde.g., “picture” 

yi si



Results - OPOSUM (product reviews)

Average F1 across 6 product domains
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•Student leverages non-seed words: 
‣ Removing seed words (RSW) in Student-RSW better than Teacher 
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Results - All Datasets

Product Reviews
F1

30
40
50
60
70

Bags Keyboards Boots Headsets TVs Vacuums

60.46366.5

52
57.561.4

42.3
48.852.2

45.643.546.2

•Student-BERT outperforms MATE across all product domains and languages

Restaurant Reviews

F1

10

23.75

37.5

51.25

65

English Spanish French Russian Dutch Turkish

4543
58
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3936.1

18.417.8
24.9
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MATE Student-BERT
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