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1. Fine-Grained Text Mining & Applications 

2. Training Neural Networks with Weak Supervision


3. Conclusions and Future Work

Outline

“Weakly supervised attention networks for fine-grained opinion mining and 
public health”, Karamanolakis et al. (WNUT 2019) 

“Training neural networks for aspect extraction using descriptive keywords 
only”, Karamanolakis et al. (LLD 2019)

“Leveraging just a few keywords for fine-grained aspect detection through 
weakly supervised co-training”, Karamanolakis et al. (EMNLP 2019)



Online User-Generated Reviews
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Online User-Generated Reviews
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TV Aspects
1. Price 
2. Image Quality 
3. Ease of Use 
4. …

Restaurant Aspects
1. Food Quality 
2. Ambience 
3. Service 
4. …
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Opinion Mining Application: Aspect Detection

•Task: Classify individual segments to K pre-defined aspect classes

•Motivation: Segments (e.g., sentences) of a review may discuss different aspects

SEGMENT-LEVEL 
ASPECT DETECTION
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SEGMENT-LEVEL 
SENTIMENT ANALYSIS

neutral
positive
negative

Opinion Mining Application: Sentiment Analysis



Public Health Application

 Sick
 Not Sick
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FOODBORNE ILLNESS  
DISCOVERY



NYC Restaurants ML Classifier

http://publichealth.cs.columbia.edu/

 Sick

 Not Sick

Epidemiologists

Detecting foodborne illness from Yelp restaurant reviews

8

Public Health Application

http://publichealth.cs.columbia.edu/


NYC Restaurants ML Classifier

http://publichealth.cs.columbia.edu/

 Sick

 Not Sick

Epidemiologists

Detecting foodborne illness from Yelp restaurant reviews
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Public Health Application

Restaurant Inspectors

http://publichealth.cs.columbia.edu/


Fine-Grained Text Classification
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FOODBORNE CLASSIFICATIONSENTIMENT CLASSIFICATIONASPECT DETECTION

Labels: K aspect classes Labels: Labels:

•Motivation: Segments of a review may have different labels



Fine-Grained Text Classification
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•Goal: provide segment-level predictions

•Motivation: Segments of a review may have different labels
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•Goal: provide segment-level predictions

• Issue: ground truth segment labels are expensive to obtain



Fine-Grained Text Classification
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•Motivation: Segments of a review may have different labels

•Goal: provide segment-level predictions

• Issue: ground truth segment labels are expensive to obtain

‣Supervised learning?             (-) require (many) segment labels

• >1B products  
• >10K categories 
• New products added every day



Fine-Grained Text Classification
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•Motivation: Segments of a review may have different labels

•Goal: provide segment-level predictions

• Issue: ground truth segment labels are expensive to obtain

‣Supervised learning?             (-) require (many) segment labels

‣Unsupervised learning?         (-) may not capture target classes

Topic 1

Topic 100

Topic 2
…

Target Class 1
…

???

Target Class K
e.g., Topic models



Fine-Grained Text Classification
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•Motivation: Segments of a review may have different labels

•Goal: provide segment-level predictions

• Issue: ground truth segment labels are expensive to obtain

‣Supervised learning?             (-) require (many) segment labels

‣Unsupervised learning?         (-) may not capture target classes

‣Weakly supervised learning   (+) leverage cheaper supervision sources

Review Labels
Neural NetworkSegment Labels Target Class 1

…
Target Class K

Seed Words
or
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Weakly Supervised Text Classification 
Segment Classification Without Ground Truth Segment Labels
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FOODBORNE CLASSIFICATIONSENTIMENT CLASSIFICATION
User rating Epidemiologist diagnosis

Sick

1. Review labels: (+) already available

•We leverage cheaper supervision sources:
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FOODBORNE CLASSIFICATIONSENTIMENT CLASSIFICATION
User rating Epidemiologist diagnosis

Sick

1. Review labels: (+) already available

•We leverage cheaper supervision sources:

2. Seed words: (+) easier to obtain manually or automatically

ASPECT DETECTION

or

Weakly Supervised Text Classification 
Segment Classification Without Ground Truth Segment Labels
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How to Train Segment Classifiers Using Review Labels?

•Previous work: Multiple Instance Learning (MIL)

-Bags: reviews

- Instances: segments

p

p1 p2 pMsegment labels 
(unobserved)

review label 
(observed)

AGG AGG: Aggregate

…
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segment vectors

segments

ENC: Encode

CLF: Classify

How to Train Segment Classifiers Using Review Labels?

p

p1 p2 pMsegment labels

review label

AGG AGG: Aggregate

-  State-of-the-art approaches: hierarchical MIL networks [Pappas and Popescu-belis, 2014;2017]

[Angelidis and Lapata, 2018]

•Previous work: Multiple Instance Learning (MIL)

…



We Improve MIL Networks by Changing the AGG Function

23“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

•This work: We change AGG in MIL networks to capture label hierarchy:
‣Multiple segments may contribute to review label with different weights


α1 α2 αM

p

p1 p2 pMsegment labels

review label

AGG

…

AGG: Weighted Average

α1, …, aM



24“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

‣Multiple segments may contribute to review label with different weights

‣We compute segment weights using sigmoid (instead of softmax) attention

α1 α2 αM

p

p1 p2 pMsegment labels

review label

AGG

…

AGG: Weighted Average

α1, …, aM

Sigmoid Attention 
 ai = sigmoid(ei)

e1, …, eM = RNN(h1, …, hM)

We Improve MIL Networks by Changing the AGG Function

•This work: We change AGG in MIL networks to capture label hierarchy:



Sigmoid Attention Networks Outperform Previous Networks

25“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

Model F1
Non-Hierarchical Baseline 61.5
MIL : AGG=uniform average (Kotzias et al., 2015) 46.8 (-14.8)
MIL : AGG=softmax attention (Angelidis and Lapata, 2018) 59.9 (-1.6)
MIL : AGG=sigmoid attention (our model) 63.3 (+1.8)

Sentiment Classification - Yelp



Sigmoid Attention Networks Outperform Previous Networks

26“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

Model F1
Non-Hierarchical Baseline 61.5
MIL : AGG=uniform average (Kotzias et al., 2015) 46.8 (-14.8)
MIL : AGG=softmax attention (Angelidis and Lapata, 2018) 59.9 (-1.6)
MIL : AGG=sigmoid attention (our model) 63.3 (+1.8)

More experiments (including IMDB review classification) in our paper.

Sentiment Classification - Yelp

‣Sigmoid attention is crucial for MIL networks to outperform our simple baseline



We Demonstrate Advantages of Our Model for Public Health
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•  Apply MIL networks for foodborne illness detection in Yelp restaurant reviews

“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

‣ We achieve 48.6% higher recall than best model in Effland et al. 2018
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•  Apply MIL networks for foodborne illness detection in Yelp restaurant reviews

“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

‣ We achieve 48.6% higher recall than best model in Effland et al. 2018


‣ We highlight importance sentences


I have never experienced such violent  
food poisoning in my life

By far the most miserable I’ve been- 
chills and crippling abdominal pain 
along with uncontrollable vomiting …



We Demonstrate Advantages of Our Model for Public Health
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•  Apply MIL networks for foodborne illness detection in Yelp restaurant reviews

“Weakly supervised attention networks for fine-grained opinion mining and public health”,  
Giannis Karamanolakis, Daniel Hsu, and Luis Gravano. (WNUT 2019) 

‣ We achieve 48.6% higher recall than best model in Effland et al. 2018


‣ We highlight importance sentences


‣ Fine-grained predictions could help foodborne inspections in health departments

I have never experienced such violent  
food poisoning in my life

By far the most miserable I’ve been- 
chills and crippling abdominal pain 
along with uncontrollable vomiting …
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Segment-Level Aspect Detection with Seed Words

•This work: We only assume a small set of indicative seed words per aspect
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•Goal: Classify individual segments to K pre-defined aspect classes

• Issue: Ground truth aspect labels may not be available (even at review-level)



How to Leverage Seed Words in Neural Networks?
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How to Leverage Seed Words in Neural Networks?
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value
money

price

picture sound

speaker
noise

color
bright

Initial Aspect Embeddings

unweighted / weighted 

average

“Sound”

“Picture”

“Price”

Train 
Unsupervised  

Model

Pre-Trained Word Embeddings

•Previous approaches: only use seed words for initialization [Lund et al., 2017] 
[Angelidis and Lapata, 2018b]



How to Leverage Seed Words in Neural Networks?
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•Previous approaches: only use seed words for initialization

•Our approach: Weakly Supervised Co-Training
+ We exploit the predictive power …

+ of each individual seed word …

+ during training 

value
money

price

sound

speaker
noise

color

Initial Aspect Embeddings

“Sound”

“Picture”

“Price”

Pre-Trained Word Embeddings

picture

bright

unweighted / weighted 

average

Train 
Unsupervised  

Model

[Lund et al., 2017] 
[Angelidis and Lapata, 2018b]



1. Teacher

2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training

35

Teacher 
(BoSW)

Student 
(NN)

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 



1. Teacher: a bag-of-seed-words (BoSW) classifier 
2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

segment: “The picture looks very pixelated when playing blu-ray movies”

Pr
ic

e

So
un

d
…

⟨q1, …, qK⟩

softmax 
aspect probabilities

Im
ag

e

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 



1. Teacher

2. Student: an embedding-based neural network (NN) 
3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

aspect probabilities⟨p1, …, pK⟩

Pr
ic

e Im
ag

e
So

un
d

…

segment: “The picture looks very pixelated when playing blu-ray movies”
Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

1. segment embedding

    (e.g., RNNs, BERT)

2. segment classification



1. Teacher

2. Student

3. Teacher -> Student: 
4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

predict Teacher's aspect probabilities

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

Pr
ic

e Im
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⟨p1, …, pK⟩
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e
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…

⟨q1, …, qK⟩

Im
ag
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1. Teacher

2. Student

3. Teacher -> Student 
4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

segment: “The picture looks very pixelated when playing blu-ray movies”

uses seed words only



1. Teacher

2. Student

3. Teacher -> Student 
4. Student -> Teacher

Weakly Supervised Co-Training

40

Teacher 
(BoSW)

Student 
(NN)

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

segment: “The picture looks very pixelated when playing blu-ray movies”

uses seed words only uses seed words  
and context!



1. Teacher

2. Student

3. Teacher -> Student

4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

estimate qualities of noisy seed words

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

Qualities Price Image Sound
bright 0% 100% 0%
bright 0% 70% 30%



1. Teacher

2. Student

3. Teacher -> Student 
4. Student -> Teacher

Weakly Supervised Co-Training
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Teacher 
(BoSW)

Student 
(NN)

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 

Iterative Co-Training

iterate until convergence (teacher-student agreement)



We Leverage the Predictive Power of Seed Words

Aspect Detection (Amazon - 6 domains)
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•Teacher and Student-BoW outperform previous approaches (same seed words)

43Karamanolakis, Hsu, and Gravano (EMNLP 2019) 



Recent Embedding Techniques Boost Student's Performance

Aspect Detection (Amazon - 6 domains)
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varying segment embedding techniques

•Student-* outperform MATE across 12 datasets (6 domains and 6 languages)

Karamanolakis, Hsu, and Gravano (EMNLP 2019) 
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Training NNs for Segment Classification  
Without Ground Truth Segment Labels

• Leverage review labels in MIL networks

‣ Change aggregation function (AGG) to sigmoid attention [1]


• Leverage seed words in neural networks

‣ Use seed words in teacher-student co-training instead for initialization [2,3]


• Demonstrate advantages on 3 text mining applications

‣ Segment-level aspect detection (Amazon & Yelp) [2,3]

‣ Segment-level sentiment classification (Yelp & IMDB) [1]

‣ Foodborne illness discovery (Yelp) [1]
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[1] Karamanolakis, Hsu, and Gravano, WNUT 2019

[2] Karamanolakis, Hsu, and Gravano, LLD 2019

[3] Karamanolakis, Hsu, and Gravano, EMNLP 2019



Current & Future Work

• Sigmoid Attention MIL Networks:  
‣ Deploy to more health departments

‣ Evaluate “explainability” of fine-grained predictions


• Teacher-Student Co-Training 
‣ Discover new seed words with a human in the loop

‣ Leverage logical rules in Teacher

‣ Apply to more NLP tasks where classes are indicated by seed words/rules
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Thank you!

gkaraman@cs.columbia.edu 
https://gkaramanolakis.github.io

Giannis Karamanolakis

mailto:gkaraman@cs.columbia.edu

