Weakly Supervised Attention Networks
for Fine-Grained Opinion Mining and Public Health
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Fine-Grained Analysis We train Hierarchical Sigmoid Attention Networks
of Online User-Generated Reviews for segment classification using review labels only!

User reviews: Consist of multiple segments (e.g., sentences, clauses).

Our Weakly Supervised Approach

Motivation: Different segments of a review may have different labels.

EREZ® Carmine’s ltalian Restaurant ° R I - - i I I
e oo s 2 et Example: Opinion Mining We use sigmoid attention as AGG function in MIL networks.
Rl 200 W 44th St P
T New York, NY 10036 e Overall Opinion: neaative . . . .
S ————— » p g SlngId attentlon: a”ows multlple Segments to | T
........................... . . . . . . wOIthed
Waited a tho b to be seated VK Wik Je RSl VG SEOPR AGIBRE, . Drinks: positive contribute with different weights @; to the review label p. ~ Average
drink:People were all friendly: Our server Papawas amazing:  ~ e > Service: positive LN
:Unfortunately | have been up half the night and suffering all day due to : _ " i ) | |
foad poisoning:Tm assuring f was the Shimp. s been a waterfall ot of = > Food: negative MIL attention  # standard attention
both ends andifor the price | would expect better quality; Thus even o > Price: negative p = AGG(py, ...,py) h = AGG(hy, ..., hy)
making me late for school drop off and pick up today. My "medium rare" ) p NN " p
steak was 100 tough: more like medium well andithe shrimp aiso was P P2 M a t%z Ty
slightly over cooked.: Both to the point | had to spit them out. Manager Si gmoid is more suitable than softmax t t t 1 1
did take 50% off the steak. Great atmosphere: Just wishmy bfand | i » Ambience: positive . CLE CLE CLE Bi-GRUs with
weren't suffering. when mUItlple S; are relevant to p. | | Sigmoid Attention
» 8 . oy A -
Goal: Train segment-level classifiers. MIL-Sigmoid .
. = . : o : . B - \ ‘) ' . h
Challenge: No ground truth segment labels. o= plzi=1]en...em) = T ST g 5 Y
* Segment labels are not typically available and are expensive to obtain. CNN CNN CNN
MIL-Softmax
- - a= plz=1]|e epM) = exp(ei) sT sT SL
Weakly Supervised Learning = e M exp(er) ! :

Goal: Train segment-level classifiers using only review labels.

+ Review labels are already available.
- Review labels may not be directly relevant for segment classification.
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2. Foodborne lliness Discovery
Multiple Instance Learning Networks Goal: Detect foodborne illness from Yelp restaurant reviews.
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Question: Where do performance gains stem from? Summary of Contributions

|. Hierarchical structure of MIL networks (AGG)?

2. Representationsal power of deep learning components? |.We show that hon=hierarchical baselines may outperform previous MIL networks.

2.We identify that sigmoid attention is more appropriate than softmax attention for MIL.
3.We demonstrate that our model could have positive impact for public health.

New baseline: Non-hierarchical deep networks
may outperform hierarchical MIL Networks!
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